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Distributed Computing Infrastructure Evolution VeFlomePc
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Evolution of the e-science workflows
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HPC Environments

Current approach
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Can we apply something like FaaS
for Complex Workflows in HPC?
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FaaS vs. HPCWaaS

Similarities
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EuroHPC v eFlows4HPC

EuroHPC aims at developing a World Class Supercomputing
Ecosystem in Europe

* Procuring and deploying exascale, pre-exascale and petascale
systems in Europe
Developing Software Environments
* Running large and complex applications in
these systems
eFlows4HPC funded under call EuroHPC-02-2019:

¢ High Performance Computing (HPC) and
data driven HPC software environments and
application oriented platforms
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* Software tools stack that make it easier the management of complex
workflows:

* Combine different frameworks (e )
* HPC, Al + data analytics Pl it i
* Reactive and dynamic workflows 35"‘ ’
* Automatic workflow steering Hicur = .
* Full lifecycle management 5 e E
* Not just execution 33’5 @ 2 Software Stack =
* Data logistics and Deployment ssiwscs ;é <
* HPC Workflows as a Service: [ vy comes e
* Mechanisms to make it easier the ‘ 3&"‘
use and reuse of HPC by wider crerse | =
\_ ~J

communities

* Architectural Optimizations:
* Selected HPC - Al Kernels Optimized for GPUs, FPGA, EPI

* Validation Pillar’'s

* Workflows of users representing CoEs
7
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Pillar | focuses on the construction

of DigitalTwins for the prototyping

of complex manufactured objects:

« Integrating state-of-the-art
adaptive solvers with machine
learning and data-mining

» Contributing to the Industry 4.0
vision

31/05/2022




Pillar II: Climate

ESM Ensemble run over HPC
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Data Analytics

Added-value
products
(Feature

extraction)

l

Multi-Member
Statistical
Analysis

—
Data analytics

HPDA & ML/DL

» Perform climate predictions: temperature,
precipitation or wind speed

» Al-assisted pruning of the ESM workflow

» Study of Tropical Cyclones (TC) in the

North Pacific, with in-situ analytics 1057202




Pillar 1ll: Urgent computing for natural hazards VeFlowstlHPc

Pillar Il explores the modelling of
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Software Stack overview

eFlows4HPC Software Stack

Data
Management

Data
Logistics Service

Worlkflow Container Image
Deployment Creation
Ystia

Holistic Distributed Execution Orchestrator

COMPSs runtime

UNICORE
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Dynamic
Workflow
Definition

Workflow
Accessibility/
Re-usability

Efficient
Distributed
Execution




eFlows4HPC software stack and HPCWaaS ‘Venomnpc

- Gateway services

« Components deployed outside the
computing infrastructure.

. Execution Data Software Workflow Model
Alien4Cloud : .
API Catalogue Catalogue Registry Repository
« Managing external interactions and
1 Ystia Data Container Image

* Runtime Components fPE= RGeS ‘
Unicore
« Deployed inside the computing ey BT
infrastructure to manage the workflow
execution

PyCOMPSs DataClay :

Workflow Images

Computing Infrastructure
12 \




Development Overview

v eFlows4HPC
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PyCOMPSs
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Sequential programming, parallel execution

Python Code + annotations/hints
* To identify tasks and directionality of data

Builds a task graph at runtime that
express potential concurrency

Offers to applications the illusion of
a shared memory in a distributed
system

Agnostic of computing platform

v eFlows4HPC

1 @task()
2 def word_count(block) :

return res
5
6 @task(f_res=INOUT)
7 def merge_count(f_res, p_res):

(a) Task annotation example

1 for block

in data:
p_result = word_count (block)
reduce_count(result, p_result)

result = compss_wait_on(result)

(b) Main code example

Infrastructure

Annotated
python code

- 4

docker

Cloud

Python
binding

Scheduling S
Data Mgmt.

objects -




Interfaces to integrate HPC/DA/ML W erlowsatpe

Workflow
HPC Software ‘ é ‘ DA Software ‘ _§ ‘ ML Software
@® ®
| - »
T | T 2 |
TS | | TS
0O+ [ay=
« Goal:
@data_tranformation(input_data, function)
® Reduce g lue code @software(invocation description)
) ) _ def data_analytics (input_data, result):
« Focus on the functionality, not in pass
the integration P
‘ Reusablllty simulation(input_cfg, sim_out)
° : . ; : data_analytics(sim_out, analysis_result)
First phase’ SOftwa re mtegratlon ml_training(analysis_result, ml_model) 7

« Second phase: data transformations
15




Software Invocation description W erlowsatpe

Software Catalog .
Workflow Code Computing Infrastructure
Software Description
Installation . L PyCOMPSs . q » Software
description J invocation.json - Invocation

Creation - — mkdir working_dir
@software(conflg_flle od working,_dir

( def rzz,';exec(work—d'r’ param| out_tgz): export OMP_NUM_THREADS=$SW_THREADS
"type":"mpi" < £ mpirun -n $SW_PROCS mpi_software.x -d param
"properties”{ #Call to the task function: tar zevT out_tgz working_dir

"runner": "mpirun",
“processes”: “$SW_PROCS” mpi_exec('my_folder’, 'hello_world')
"binary": "mpi_sofware.x", 7

"params": "-d {{param}}",
“working_dir”: “{{working_dir}}"},
"prolog":{
"binary":"mkdir", .
"params":"{{working_dir}}"} - Converts a python function to software

"epilog"{ invocation as a PyCOMPSs task

"binary":"tar",

"params":"zcvf {{out_tgz}}" {{working_dir}}}, . .
"constraints"{ « Reused in different workflows

"computing_units": $SW_THREADS}
16 ) v




Containers and HPC

Standard container image creation

Builder Machine (ISA x86_64)

17
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Simplicity for deployment

 Just pull or download the image
Trade-Off performance/portability

« Architecture Optimizations
Accessing Hardware from
Containers

« MPI Fabric /GPUs

Host-Container Version
Compatibility




HPC Ready Containers

eFlows4HPC approach

Builder Machine (ISA x86)

buildx —platform ppc64le

18
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Methodology to allow the creation
containers for specific HPC system

« Leverage HPC and Multi-
platform container builders

It is tight to do by hand but let’s
automate!



HPC Ready Containers

1
2 "machine": {
3 "platform": "linux/ppcédle",
4 "architecture": "power9le", i
5 "container_engine": BUI!d HPC
<  "singularity", recip€ Builders
6 "mpi": "openmpi@4",
7 "gpu": "cuda@lo.2"
8 b Building
9 "workflow": "pillar III", EI"IViI“Ol'I
10 "step_id": "ftrt" °
1 }
1 spack:
2 specs:
3 — compss
4 - py-dislib
s - kratos apps=LinearSolversApplication, RomApplication
20

Container Image Creation Service

Container
Registry

Multi-platform
Build Tool

Installation Description
(as HPC Builder Package)

eFlows4HPC



HPC-Ready Containers eFlowsaHPC

Kratos Multiphysics (shared memory) FESOM2 (MPI)
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TOSCA Modelization

Topology of the different components involved in the Workflow lifecycle

Installation

% ImageCreation
()

T @ DLSDAGImageTran... T

Execution

@ StagelnData

(&

ﬁ PyCOMPSJob

T StageOutData

|
\T’
7

v eFlows4HPC




TOSCA Modelization

Application deployment workflow (done once)

eFlows4HPC Gateway Services
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Conclusion venowmupc

- eFlows4HPC

- Software stack and HPCWaa$
- manage complex workflows in the whole lifecycle
« Enable reusability of workflows and their components
« Facilitate the deployment through HPC-Ready containers
 Facilitates the accessibility of HPC systems
« Reduce workflow management efforts

24



Thank you

eFlows4HPC

Enabling dynamic and Intelligent workflows
in the future EuroHPC ecosystem

www.eFlows4HPC.eu
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