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Destination Earth Destination

Flagst

Destination Earth (DestinE), a European Commission
flagship initiative for a sustainable future

FEEDBACK LOOPS

Perform highly accurate, interactive and dynamic simulations of the
Earth system, informed by rich observational datasets.

Reality

OBSERVATIONS [ Improve prediction capabilities to maximise impact.
( Digital Twin ‘

Support EU policy-making and implementation.

| Adapting Reality |
”«‘“ DECISIONS/ACTIONS

el Exploit the potential of distributed and high-performance
computing (HPC) and data handling at extreme scale.

FEEDBACK LOOPS

https://digital-strategy.ec.europa.eu/en/policies/destination-earth

https://stories.ecmwf.int/explainer-digitaltwins/index.html
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https://digital-strategy.ec.europa.eu/en/policies/high-performance-computing
https://digital-strategy.ec.europa.eu/en/policies/high-performance-computing

Destination Earth timeline

Destination Earth key dates

2022

Launch of Destination Demonstration of open Completion of the core Afull digital replica
Earth (DestinE) initiative. core digital platform and platform, the first two of the Earth through
the first two digital twins: digital twins and the convergence of the
weather-induced extremes integration of additional digital twins available.
and climate change digital twins.
adaptation.
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the European nion D @Stination Earth ey, SECMWF @esa @ EUMETSAT




European Digital Twin of
the Ocean




European Digital Twin of the Ocean

Aims to model the ocean's multiple components, provide knowledge and understanding of the past and
present and create trustable predictions of its future behaviour.

The Digital Twin Ocean is a place of digital co-creation, bringing together
different disciplines and communities.

Builds on CMEMS, DIAS and EMODnet, connects them with similar systems
focused on inland waters, and further integrates the whole knowledge value
chain.

NI mL

Core DTO as a baseline, a huge bulk of data, generic ocean models and Al
processors as toolboxes, on top of which a multitude of tailor-made
applications, or 'local twins' can be plugged in.

https://digitaltwinocean.mercator-ocean.eu/

https://research-and-innovation.ec.europa.eu/funding/funding-opportunities/funding-programmes-and-open-calls/horizon-europe/eu-missio
ns-horizon-europe/restore-our-ocean-and-waters/european-digital-twin-ocean-european-dto_en
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Earth Digital Twins’ components

Digital Twin Engine

Based on state-of-the-art

simulations and observations.

Made up from different
components and twins.

Data lake

Including data from diverse
sources.

Discovery and data access.
Data processing in the cloud.

Service platform

Providing decision-making tools,
applications and services, including
visualization and interactivity.

Based on cloud-based computing
infrastructure.




Climate DT

A Destination Earth Digital Twin




DESTINATION EARTH

CLIMATE DT TEAM - 13 ORGANISATIONS
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DESTINATION EARTH

CLIMATE ADAPTATION DIGITAL TWIN (CLIMATE DT)

~

Climate DT is a new type of climate information system that focuses on assessing the
impacts of climate change  and different adaptation strategies atlocal and
regional levels over multiple decades using a strategy where user requests drive the
whole production chain. y

Climate DT encompasses
* Global climate simulations at an unprecedented horizontal resolution
* Novel approach with streaming of climate model output to impact models
e Quality assessment and uncertainty quantification based on observations

« Deployment on two European pre-exascale supercomputers (LUMI and
MareNostrumb5)

* Integration of all relevant European research (Horizon programmes,
national, private).



DESTINATION EARTH

CLIMATE SIMULATION WORKFLOW RETHOQUGHT

________________________________________________ Application
L mmmmmmmm-mmmmmEEEEEEEEES P Use case
1 """ - -
'l Model 1 L7

| o IES- OutputsSVv ’

| >

/ .

‘}, FESOM/NEMO Generic State GSV stream | -

\ Vector (GSV) ————»  GSVsource — Tk

]
: “ Model 2 OutputsSVv )
" ICON
: -
I “““ .

__________ I t and . Data Lake

eIl Zczzc=mmmmee———- Quality assesment an Data Bridge e

uncertainty quantification

~

Streaming of climate model output in a standardized form (generic state vector, GSV) enables

* users to access the full model state as soon as it is produced
* interactivity — development to allow simulations and variables on demand in the next DestinE

phase
» scalability — new applications and requirements can be added )

-




4) The workflow: climate models and data consumers

“--n.:::::fff::.. Application
. £ e Use case
' \ 4 ’
' Model 1 - ¢
. »|IFS-FESOM/- |== OutputSV == | = aric v
. NEMO [
i TR T S Y
(GSV) ' source | STREAM applications
! Syl Model2 | reparation : .
: 3 ICON OutputSV == | PTEP |
\ “ ;
" \ Quality assessment
. _.. anduncertainty . DATA Lake
R o) quantification (DEDL)
------------------------ (AQUA) \
/ \
Volatile (lasts days), common Permanent. loss
grid, native resolution, high . y
frequency, all variables compression, interpolated
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EDITO

A European Digital Twin of the Ocean




European Digital Twin Ocean

=DINK®] A consortium based on ocean

Model Lab

TME€
3-year project
Starting date January 2023
Kickoff meeting 21-22 Feb 2023

14 partners from 9 countries with expertise in :

e Ocean modeling from global scale to coastal, for
ocean physics, biogeochemistry and marine
environment

* Supercomputing including experts from computing
centers and GPU conceptor

* Artificial Intelligence applied to ocean application

* Software development, model and tools
co-development

* Operational oceanography with strong links with
Copernicus Marine, Ocean Predict and UN decade

* Intermediate to final User applications

modeling expertise

0L
MERCATOR |~ R

) CINECA -2 . §

P® EDITOModelLab



Contributing to the European Green Deal

OBIECTIVES
EU Biodiversity Strategy and future nature
restoration targets

core ocean model suite
Virtual Ocean Model Lab
digital EU Zero Pollution Action Plan
integration

EU Sustainable Blue Economy Strategy

flexible
5) EU Climate Law
Applications (FA)
Scenarios (WiS)
( Mission 1 uptake EU Farm to Fork Strategy
Starfish 2030 | v users

FILLING
THE KNOWLEDGE

AND EMOTIONAL GAP RESTORE
OUR OCEAN

AND WATERS .

e
-
REGENERATING ~ ¥ 4
MARINE AND -y
u
FRESHWATER LT -
ECOSYSTEMS

‘a

The
European
Green

DECARBONISING Deal

vl EU Public DTO Platform

ZERO
POLLUTION

REVAMPING
GOVERNANCE

Yann Drillet (MOi)



EDITO Model-Lab - project organisation

WP1 - Project coordination
(72]
"" N wrs S » Biodiversity >
WP2 - Al-based c E &
emulators WP4 - 2 o E o luti
Integration of g i Z ; Zero pollubion
DTO core 5 o (oG]
' WP7 £ S 5
WP3 - Models model suite - £ o3 o Zero carbon
What-if scenarios S Q
N
Innovation Integration User applications
Develop components Integrate all components to build the Define the needs to
and produce reference DTO model suite. Manage source code design what is to be
data set and provide user access to the models developed/produced

[ EU Public DTO Platform ]

Yann Drillet (MOi)



Infrastructure backend

Workflow manager




(Workflow) Infrastructure requirements

* Co-development — Discover and replicate experiments n

* Model-agnostic experiment configuration - Experiment manager

* Hide complexity — Scientific language interface

|

)

* Automatic and reproducible workflow orchestration
* Portability — Python, better if containerized
—  Workflow manager

e Monitorization

* Robustness and efficiency in using shared resources —Job aggregation

Interactivity
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Workflow manager

: Data :
Scheduling exchange Aggregated
Workflow
(070]0) New Parameters Tasks Platforms graph Platforms Tasks

Experiment manager Workflow engine

Track

Orchestrate Monitor
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The workflow manager surosvesr

The Autosubmit workflow manager has been designed to meet climate research necessities. It supports workflows based on different
hierarchical levels (once, startdate, member, chunk) and provides multiple features developed after years of operation on climate investigation.

Automatization
High-level workflow definition
Based on task dependencies

Seamless communication with
remote job scheduler

Automatic retries in case of error

Robustness

Scalable database
Use multiple login nodes

Auto-recovery (after network or
filesystem issues)

Mail notifications

Full traceability
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Multi-platform Efficiency

Combines different platforms and Possibility to refine granularity
partitions in the same workflow  (chunks)

Centralized user authentication = Wrap individual tasks in bigger
allocations to better suit running
rules

Portability Monitoring
Python tool (container available) ~Real time workflow status

Shared database across platforms Unique end point to all jobs with
with option to copy experiments  Polling method

Web-based GUI Access job log files from the GUI

Stats and performance metrics

D. Manubens-Gil, J. Vegas-Regidor, C. Prodhomme, O. Mula-Valls and F. J. Doblas-Reyes, (2016). “Seamless management of ensemble climate prediction experiments on
HPC platforms”, 2016 International Conference on High Performance Computing & Simulation (HPCS), Innsbruck, pp. 895-900.
https://doi.org/10.1109/HPCSim.2016.7568429

W. Uruchi, M. Castrillo and D. Beltran, (2021). “Autosubmit GUI: A Javascript-based Graphical User Interface to Monitor Experiments Workflow Execution”, Journal of Open
Source Software, 6(59), 3049. https://doi.org/10.21105/joss.03049



https://doi.org/10.1109/HPCSim.2016.7568429
https://doi.org/10.21105/joss.03049

Autosubmit architecture

==
RBIFTOSLIIBMI "

'.' ) orkﬂw Monltonng _
a) =

MNS5 LUMI

FILE: template-a.sh
PLATFORM: MNS5

A5
FILE: template-b.sh
PLATFORM: LUMI

e S S S —

Batch
Scripts

P R R e St T

3og Ho [HE Archive
J Workflow I_ 4 > (@ o |
o e ~ = = == Configuration™——— R e I ™ (& oo |
; N 9 \ O ~0 | ox3
y & ) $
1 - 1, default: I
{ | Seript 13l expia: a000 : E——
E Templates | I'n, . .. | Remote Platforms
: 1] PROJECT TYPE: git :
! Model H git: I WorkFflow Graph
i Code ' PROJECT ORIGIN: ... I (dependencies)
- ! JOBS : e e
\ / : !
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|
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avrosuemir Configuration
Workflow Hierarchy JoBs:
FILE: Once.sh
RUNNING: once
a00e_once - DATE :

N\

a00e_19900101
_date

" N

a00e_19900101_
Member1_member

N\

a00e_19900101_ a00e_19900101_
Member1_1_chunk Member1_2_chunk

a00e_19900101_
Member1_1_chunk
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a00e_19900101_
Member2_member

a00e_20000101
_date

N

a00e_19900101_ a00e_19900101_
=

Member1 b,

200e_19900101_ 300e_19900101_ 200e_19900101.

Member2
2 E 200e_19900101_
Member1_1_chu Member1_2_chunk  Membert_1_chuak Membert_2_chunk

ink
a00e_19900101_
Member1_2_chunk

FILE: date.sh
DEPENDENCIES: once
RUNNING: date
MEMBER:

FILE: Member.sh
DEPENDENCIES: date

—=RUNNING: member
< | CHUNK:

FILE: Chunk.py
DEPENDENCIES = member
—= RUNNING: chunk




Climate DT workflow

The workflow makes possible the generation and streaming of the DT data by orchestrating the model components and the data consumers

in real time.
Ay GitLab
VM c HPC
SETUP SYNCH DEPLOY INI SIM CLEAN
FDB (GSV)
Q
GSV
C C C ros
APP1 APP2 REDUCTIONT 5 gringe)
CONHGURE
A APP3 ¢
% P VM
O@ $$ .
A~ Pillar |
Workflow Management
Barcelona
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EDITO infrastructure

( \
* NEM®
Domain tools Model + Al
AL
=25
RUTOSLIBMIT
User applications -——
" DTO data

=5
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("/* *\‘]1
C * EuroHPC
' t** * **j
(" )
Data lake N l/&

Infra

EDITO J
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Autosubmit v4 features exploited by DTs

* New, flexible, YAML-based configuration system, allowing distributed experiment configuration.

* Pre-defined configurations under CVS.

* Users switch between configurations and customize them. Al services
° oge eoge . ®  Jupyterlab-autosubmit-bsc 5 Al:‘tosubmit-computing-node-
* Increased interoperability and portability (containers) . -
* Python program in a dedicated VM (Climate DT).
* Cloud service running in Jupyter Hub (EDITO Model Lab). =

* Export workflows to other backends.
Autosubmit service in EDITO Infra

* Increased flexibility in defining workflows

. . . mn0.bsc.es* mnX.bsc.es
[ ] lumi.csc.fi i.csc.fi
Dependencies customization. i e e it L CE
H H Laptop / deskto [ HPC Autosubmit VM ‘ HPC
* FAIR principles Pl s | | s

29
UTOSUSMIT

(Proxy)

e Conforms the RO-Crate standard. ,‘", o | e

Autosubmit VM in ClimateDT
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Autosubmit + PyFlow (ecFlow)

Climate DT workflow development & contract simulations (Autosubmit)

workflow devs, 8 (workflow Jévelopment, Experiments &
nefetiers Ly exeriwntanion.orete) | yoieilons e
1.create or copy experiment > i =
------ 2.configure experiment & workflow ' | - =
e 3.execute & monitor workflow _pf.....Autosubmit. 4. | | =
4.analyze outputs

generate workflow backend (new!)

@ batch
jobs

D
@, (PyFlow, Autosubmit (default/step2))
Qo
operators DD Workflows HPC
1.deploy suite (workflow) A F = (in theory)
2.configure suite —
: : > ecFlow = Cylc
9 3.execute & monitor suite il =
4.analyze outputs /—\' hateh Nextflow
N K@/ jobs | PyCOMPSs
CWL

(cyclic workflows)

Climate DT pre-operational & operational HPC environments (ecFlow)
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Infrastructure requirements

* Co-development — Discover and replicate experiments n

* Model-agnostic experiment configuration - Experiment manager

* Complex workflows, simple usage — Scientific language interface

(

J

* Automatic and reproducible workflow orchestration
* Portability — Python, better if containerized
—  Workflow manager

e  Workflow monitorization

* Robustness and efficiency in using shared resources —Job aggregation

* Interactivity
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Achieving interactivity with the system

Task Aggregation

* Interactivity is an essential feature of the Digital /
Twins. Users | /

* Users must be able to monitor the core engine, @@—’@%}m
the available data, and their applications. AuToSUmT Remote Scheduler

e Users must be able to interact with the system
through requests: additional data, different

scenarios, etc.

* The workflow manager, as backend component,

must enable this interactivity.
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Workflow operation

M Experiment |

Workflow

| -
B i B
Experiment manager Workflow orchestrator
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Conclusions

* Earth Digital Twins are new systems integrating different components and relevant
research that can be used for decision making.

* They are based on high-resolution simulations, impact modeling and
high-performance computing.

* Experiment managers are needed to define, configure, share and track the DT
executions.

* DTs require backends allowing automated workflows with user interaction and
on-demand computation.

* Integration and interoperability between different systems (software and
hardware, including workflow managers) and paradigms (Al/Cloud, HPC) is critical
(APIs).
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Autosubmit GUI

A Autosubmit Searcher a6gb active [ [EAsE) esarchive @ 393.00 MB[s2.00 s SEARCH

Tree View Graph Log Configuration Statistics Performance Quick View FAQ

CLASSIC DATE-MEMBER STATUS | SUMMARY XS \7ZViRIIRJ4i I 'R [} ]38 REFRESH START JOB MONITOR

HIDEPANEL  Max out: 5| Max in: 5 | Total #Jobs: 1004 | Chunk unit: month | Chunk size 12

Selection

anas._ s o o cuoncee

o - SESSE )

st T . UEAT

Wrappers

onas et 10001 1e0_37-CLERN:

a6gb_19000101_fco_107_sim 5N

130201011 ST_EARTHOGS bzt 19503100 w0 BE TR

Start: 2006 01 01 End: 2007 01 01

Section: SIM
1050101 B _EARTHEAGS . acoongh \o e cuean Member: fc0 Chunk: 107
—_— Platform: marenostrum4 QoS: debug Id: 30378575
a0s_t5c0p101 1o 20 EARTYOAGE [ T S P, T x
T— — O = = Processors: 768 Wallclock: 2:00
atg_100SGADY_rea Po-EARTHEOAGE e st Vo0 0 BE-GR sl i 31cuean oz Queue: 00:41:44 | b E
. s e B s e s o st Sz 8 Lo Status: COMPLETED [RCTT SN
PR T - R — s oo 13 Josare 1900  coPYoUT
e TR e e e e caomoce e SN . o

Jesarchi

COPY ERR

19001

gt mé‘;,, -
Ty s o Y svPD:13.97 |
O [ SPY ASYPD:6.26

T
b 7/ Finish:  2023-10-15 08:10:18

Tos0ron o inciean o samonot_ren a6 paRIYEAAGS

~ L it 10000121_se0_ 98 POIT

—=0._ @7/

ant_19509T51 o090, ENOROCE et 19RE0101 105G ot ‘m(f‘ o

B ot {amopbh- T CrORAT  wich_rsgeings_10_se_cLEAN

100101 1104 EHCEE | s 185084013 T EATEIE st oI 104 MO B s o0 105 500

@

o CMONSEE  sagb 1900011 10 308 SAVEIC

@&

St 10101 o158, ISP

2009

s e . . ] - B S Al A
& o — e —— ;

20100 HCTIME  a635. 19203101 . 150_EARTHOAGS

atish_16503101A0_%01_EARTHOUES.

OLARTHOUGE s 16000101e0 107 CHENGGE TS0 105 CLEAN | SERRQIO1 o108 CHORATI R0 01 K 13K:002,

o VBT

T e o oo e, 108 pos

gt 19200101 40103 EARTHOIAGS

35030101 oo N ERNTTONGS _ abge V00101 18 cLEAN

S TeesiaLic]_tos CWeRF G st SE0101 v 18:005T

o e O o o1 07 7057 vm:‘nn-i on cuzan PR A—

L INOE: T SS K = W

efoat=— > | b N i 0®
¢ = ——_ —¢L. @

Navigation buttons: READY P QUEUING m COMPLETED H UNKNOWN m SKIPPED

Barcelona

Supercomputing

Center

Centro Nacional de Supercomputacion




